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Bayesian models

• Easy to understand
• Clear inductive biases
• Typically tailored to 

specific problems
• Scaling is a challenge

Deep neural networks

• Difficult to understand
• Opaque inductive biases
• Succeed on a surprisingly 

wide range of problems
• Process lots of data



(OpenAI blog post)
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Levels of analysis



Computation
   “What is the goal of the computation, why is 

it appropriate, and what is the logic of the 
strategy by which it can be carried out?”

Representation and algorithm
   “What is the representation for the input and 

output, and the algorithm for the 
transformation?”

Implementation
   “How can the representation and algorithm 

be realized physically?”



The key idea
• Different models can co-exist at different levels of 

analysis, answering different questions
• Bayesian methods have an important role to play in 

the age of intelligent machines:
– telling us what machines should do 
– understanding why they do the things they do

• …even if the underlying representations and  
algorithms don’t look like Bayesian inference



Outline

Computational level
(Bayes)

Algorithmic level
(deep learning)
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A Bayesian perspective (#1)

• Pretraining is learning a probability distribution

• Prompting is conditioning (ie. Bayesian inference)

(Xie, Raghunathan, Liang & Ma, 2021; 
Panwar, Ahuja & Goyal, 2023; 

Wang, Zhu, Saxon, Steyvers & Wang, 2023; 
Zhang, McCoy, Sumers, Zhu & Griffiths, 2023) 
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A Bayesian analysis

For a deterministic problem, P(prompt | answer) > 0 only for 
valid answers, = 0 for all others, so the prior doesn’t matter

If the likelihood “leaks” so P(prompt | answer) ≠ 0, 
then priors will begin to have an effect on answers

P(answer | prompt) ∝ P(prompt | answer) P(answer)



Effects of priors

Negative log frequency



Other tasks and other models



Tightness of likelihood



Other tasks and other models



Defaulting to priors
When the likelihood is uninformative (e.g., decoding 

ROT-10 cipher) the prior guides the response:



Effects of prompting

(consistent with tightening the likelihood)



o1 Results

Output probability still holds



Analyzing representations
Liyi Zhang



Inductive bias extraction

Bayesian 
model

Training 
data

sampling meta
learning

Task 1

…

𝑝 ℎ 𝑑 =
𝑝 𝑑 ℎ 𝑝(ℎ)

𝑝(𝑑)

Task 2

Task n

Neural 
network

Erin GrantMichael Li
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A Bayesian perspective (#2)

• Learning can be expressed as Bayesian inference

• Neural networks have implicit prior distributions, 
favoring solutions close to their initial weights

(for a linear network gradient descent = Bayes with a Gaussian 
prior with mean at initial weights; Santos, 1996)



Learning language from limited data



A prior on languages

Define a grammar that 
samples simple “programs” 

for generating strings

e.g., 
generates
a, aa, aaa, aaaa, …



Learning language from limited data

Bayes



Bayes
LSTM

Learning language from limited data



A prior on languages

Define a grammar that 
samples simple “programs” 

for generating strings

e.g., 
generates
a, aa, aaa, aaaa, …

Can we get this prior into a neural network?



Inductive bias distillation

Bayesian 
model

Training 
data

sampling meta
learning

Task 1

…

Neural 
network

plus(D)

𝑝 ℎ 𝑑 =
𝑝 𝑑 ℎ 𝑝(ℎ)

𝑝(𝑑)

ℎ =
concat(
    or(A, C),
    plus(A),
    Σ,
    or(ε, B))

ℎ =
Task 2

Task n

Tom McCoy

https://arxiv.org/abs/2305.14701
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Task 1 Task 2 Task 3 Task n

l 2 3 n

…

shared hyperparameters 𝜃

1 2 3 n

LearningMeta-



Model-Agnostic Meta-Learning (MAML)
Assume is estimated by a few steps of 

gradient descent from initialization 𝜃

tasks

(Finn, Abbeel, & Levine, 2017)



(Grant, Finn, Darrell, Levine & Griffiths, 2018)

MAML as hierarchical Bayes

To estimate the hyperparameters 𝜃

approximate with the MAP for 

…which early stopping gives you
(in a linear model with a Gaussian prior)

Erin Grant



Inductive bias distillation
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Bayes
LSTM

Learning language from limited data



Bayes
LSTM
Prior-trained

Learning language from limited data



Training on child-directed speech

Best in prior 
literature

Perplexity 
(lower is better)

Standard Prior-trained



Recursion
1. The book sitting on the table is blue.
2. The book sits on the table is blue.

✅

❌

(based on Zorro+BLiMP; Huebner et al., 2021, Warstadt et al., 2020) 



Recursion
1. The book sitting on the table is blue.
2. The book sits on the table is blue.

✅

❌

1. The book sitting on the table in the kitchen by the 
door is blue.

2. The book sits on the table in the kitchen by the 
door is blue.

✅

❌

(based on Zorro+BLiMP; Huebner et al., 2021, Warstadt et al., 2020) 
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Recursion
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Distilling grammar-based priors for logic

Tom McCoy

Ioana 
Marinescu

https://arxiv.org/abs/2402.07035



Metalearned nonparametric neural circuits

Jake 
Snell

Gianluca
Bencomo

https://arxiv.org/abs/2311.14601



The key idea
• Different models can co-exist at different levels of 

analysis, answering different questions
• Bayesian methods have an important role to play in 

the age of intelligent machines:
– telling us what machines should do 
– understanding why they do the things they do

• …even if the underlying representations and  
algorithms don’t look like Bayesian inference



Credits
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http://cocosci.princeton.edu/
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Inductive bias extraction
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Modeling NNs with Gaussian processes

Allows us to connect NN hyperparameters with an 
explicit prior on functions

Prior on functions:

Metalearn kernel parameters:



Capturing neural network priors



Behavior as a function of depth



Learned kernel spectrum

Greater depth results in a more uniform spectral 
distribution, with more energy at higher frequencies 



Payoff: Leave-one-out estimation



Payoff: Choosing the best model

Knowing the inductive biases of different NNs makes 
it easy to select the right model for each dataset



Payoff: Choosing the best model




