
Language Processing



Production
Aphasia Receptive

Aphasia

Phonology
Superior
Temporal

Gyrus

ComprehensionSyntax

Orthography
Visual  

Word Form 
Area

Semantic
Dementia Cerebellum:   ???

SemanticsDorsolateral  
Prefrontal  

Cortext

Discourse

Classic ViewMore Modern ViewLanguage and the Brain



Language and the Brain

Superior
Temporal

Gyrus

Visual  
Word Form 

Area

Dorsolateral  
Prefrontal  

Cortext



Interactive Activation Model

• First connectionist model…



• Word superiority effect (Reicher, 1969): 

– Faster to recognize a letter in the context of a word than in a pseudoword 
or alone (even controlling for frequency and “legality”): 

WORK  ⇒  forced choice:  K or R? 

             faster than 

SORK   ⇒  forced choice:  K or R? 

            faster than 

        K   ⇒  forced choice:  K or R? 

– Works for pronounceable pseudowords (e.g., recognizing A in MAVE): 
⇒ encoding of orthographic “rules”?  
No!  Constraint satisfaction through interactive activation

McClelland & Rumelhart, 1981

Interactive Activation Model



Interactive Activation Model of Letter Perception

• Assumptions: 
– multilayered / hierarchical sets of representations 

– parallel, “interactive” processing at all levels 
(simultaneous top down + bottom up influences): 

bottom up: 
    features (letters) excite objects (words) 
    with which they are consistent 

top down: 
    objects (words) excite their features (letters) 

competition: 
    alternatives within a layer inhibit one another 

– letter perception:  constraint satisfaction 
             through settling process over the network

McClelland & Rumelhart, 1981



Interactive Activation Model of Letter 

•Model: 
– 4 sets of position-specific 

feature and letter units 

– Units for all 4 letter words 
(above freq of 4 in 
Kucera &Francis, 1967; 
cf Brysbaert & New, 2009) 

– Base activities (biases) 
monotonically related to 
frequency of occurrence

McClelland & Rumelhart, 1981

﹛

https://webhome.auburn.edu/~nunnath/engl6240/kucera67.html
https://www.ugent.be/pp/experimentele-psychologie/en/research/documents/subtlexus/brysbaertnew.pdf


Dynamics
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mum activation levels of about —.20 and stay
there as the stimulus stays on. Returning to
wear and weak, we note that these words are
equally consistent with the presented infor-
mation and thus drop together for about the
first 9 time units. At this point, however, the
word work has clearly taken the upper hand
at the word level, and produces feedback
that reinforces the activation of the final k
and not the final r. As a result, the word
weak receives more activation from the letter
level than the word wear and begins to gain
a slight advantage over wear. The strength-
ened k continues to feed activation into the
word level and strengthen consistent words.
The words that contain an R continue to
receive activation from the r node also, but
they receive stronger inhibition from the
words consistent with a K and are therefore
ultimately weakened, as illustrated in the
lower panel of Figure 6.

The strong feature-letter inhibition en-
sures that when a feature inconsistent with
a particular letter is detected, that letter will
receive relatively strong net bottom-up in-
hibition. Thus in our example, the infor-
mation extracted clearly disconfirms the pos-
sibility that the letter D has been presented
in the fourth position, and thus the activation
level of the d node decreases quickly to near
its minimum value. However, the bottom-up
information from the feature level supports
either a K or an R in the fourth position.
Thus, the activation of each of these nodes
rises slowly. These activations, along with
those for W, O, and R, push the activation
of work above zero, and it begins to feed
back; by about Time Cycle 4, it is beginning
to push the k above the r (because WORK
is not a word). Note that this separation
occurs just before the words weak and wear
separate. It is the strengthening of k due to
feedback from work that causes them to sep-
arate.

Ultimately, the r reaches a level well be-
low that of k where it remains, and the k
pushes toward a .8 activation level. As dis-
cussed below, the word-to-letter inhibition
and the letter-to-letter inhibition have both
been set to 0. Thus, k and r both co-exist at
moderately high levels, the r fed only from
the bottom up, and the k fed from both bot-
tom up and top down.

Finally, consider the output values for the

letter output values

0 10 20 30

TIME

Figure 7. Output values for the letters r, k, and d after
presentation of the display shown in Figure 5.

letter nodes r, k, and d. Figure 7 shows the
output values for the simulation. The output
value is the probability that if a response was
selected at time t, the letter in question
would be selected as the output or response
from the system. As intended, these output
values grow somewhat more slowly than the
values of the letter activations themselves
but eventually, as they reach and hold their
asymptotic values, come to reflect the acti-
vations of the letter nodes. Since in the ab-
sence of masking subjects can afford to wait
to read out a response until the output values
have had a chance to stabilize, they would
be highly likely to choose the letter K as the
response. .

Although this example is not very general
in that we assumed that only partial infor-
mation was available in the input for the
fourth letter position, whereas full infor-
mation was available at the other letter po-
sitions, it does illustrate many of the impor-
tant characteristics of the model. It shows
how ambiguous sensory information can be
disambiguated by top-down processes. Here
we have a very simple mechanism capable
of applying knowledge of words in the per-
ception of their component letters.

Parameter Selection
Once the basic simulation model was con-

structed, we began a lengthy process of at-
tempting to simulate the results of several
representative experiments in the literature.



Word Superiority Effect
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We assume that display conditions are suf-
ficient for complete feature extraction, so
that only the letters actually contained in the
target receive net excitatory input on the
basis of feature information. After some
number of cycles have gone by, the mask is
presented with the same parameters as the

target. The mask simply replaces the target
display at the feature level, resulting in a
completely new input to the letter level. This
input, because it contains features incom-
patible with the letter shown in all four po-
sitions, immediately begins to drive down the
activations at the letter level. After only a

letter level activations
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Figure 8. Activation functions (top) and output values (bottom) for the letter E, in unrelated context
and in the context of the word READ.

• Letter in context of word get 
top-down support from word unit

INTERACTIVE 
ACTIVATION



Pseudoword Superiority Effect
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nodes for these words that primarily interact
with the activations generated by the pre-
sentation of the actual target display. In
what follows we will call the words that have
three letters in common with the target letter
string the neighbors of that string.

The amount of feedback a particular letter
in a nonword receives depends, in the model,
on two primary factors and two secondary
factors. The two primary factors are the
number of words in the neighborhood that
contain the target letter and the number of
words that do not. In the case of the M in
MAVE, for example, there are seven words
in the neighborhood of MAVE that begin
with M, so the m node gets excitatory feed-
back from all of these. These words are
called the "friends" of the m node in this
case. Because of competition at the word
level, the amount of activation that these
words receive depends on the total number
of words that have three letters in common
with the target. Those that share three let-
ters with the target but are inconsistent with
the m node (e.g., have) produce inhibition
that tends to limit the activation of the
friends of the m node, and can thus be con-
sidered its "enemies." These words also pro-
duce feedback that tends to activate letters
that were not actually presented. For ex-
ample, activation from have produces excit-
atory input to the h node, thereby producing
some competition with the m node. These
activations, however, are usually not terribly
strong. No one word gets very active, and
so letters not in the actual display tend to
get fairly weak excitatory feedback. This
weak excitation is usually insufficient to
overcome the bottom-up inhibition acting
on nonpresented letters. Thus, in most cases,
the harm done by top-down activation of
letters that were not shown is minimal.

A part of the effect we have been describ-
ing is illustrated in Figure 10. Here, we com-
pare the activations of the nodes for the let-
ters in MAVE. Without feedback, the four
curves would be identical to the one single-
letter curve included for comparison. So al-
though there is facilitation for all four let-
ters, there are definitely differences in the
amount, depending on the number of friends
and enemies of each letter. Note that within
a given pseudoword, the total number of
friends and enemies (i.e., the total number

letter level
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Figure 10. Activation functions for the letters a and v
on presentation of MA VE. (Activation function for e is
indistinguishable from function for a, and that for m is
similar to that for v. The activation function for a single
letter (si), or a letter in an unrelated context is included
for comparison.)

of words with three letters in common) is the
same for all the letters.

There are two other factors that affect the
extent to which a particular word will be-
come active at the word level when a par-
ticular pseudoword is shown. Although the
effects of these factors are only weakly re-
flected in the activations at the letter level,
they are nevertheless interesting to note,
since they indicate some synergistic effects
that emerge from the interplay of simple
excitatory and inhibitory influences in the
neighborhood. These are the rich-get-richer
effect and the gang effect. The rich-get-
richer effect is illustrated in Figure 11,
which compares the activation curves for the
nodes for have, gave, and save under pre-
sentation of MAVE. The words differ in fre-
quency, which gives the words slight differ-
ences in baseline activation. What is
interesting is that the difference gets mag-
nified; so that at the point of peak activation,
there is a much larger difference. The reason
for the amplification can be seen by consid-
ering a system containing only two nodes,
a and b, starting at different initial positive
activation levels, a and b at time t. Let us
suppose that a is stronger than b at t. Then
at t + I , a will exert more of an inhibitory
influence on b, since inhibition of a given
node is determined by the sum of the acti-
vations of all nodes other than itself. This

• Letters in MAVE benefit 
by top down effect of partial 
matches to real words 
(SAVE, HAVE, HATE, etc.): 

NEIGHBORHOOD EFFECT 
(words that have 3 letters in common)
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the "rich get richer" effect

have

-poo

TIME

Figure I I . The rich-get-richer effect. (Activation func-
tions for the nodes for have, gave, and save under pre-
sentation of MAVE.)

advantage for the initially more active nodes
is compounded further in the case of the
effect of word frequency by the fact that
more frequent words creep above threshold
first, thereby exerting an inhibitory effect on
the lower frequency words when the latter
are still too weak to fight back at all.

Even more interesting is the gang effect,
which depends on the coordinated action of
a related set of word nodes. This effect is
depicted in Figure 12. Here, the activation
curves for the move, male, and save nodes
are compared. In the language, move and
make are of approximately equal frequency,
so their activations start out at about the
same level. But they soon pull apart. Simi-
larly, save starts out below move but soon
reaches a higher activation. The reason for
these effects is that male and save are both
members of gangs with several members,
whereas move is not. Consider first the dif-
ference between male and move. The reason
for the difference is that there are several
words that share the same three letters with
MAVE as male does. In the list of words
used in our simulations, there are six. These
words all work together to reinforce the m,
and a, and the e nodes, thereby producing
much stronger reinforcement for themselves.
Thus, these words make up a gang called the
ma-e gang. In this example, there is also a
-jave gang consisting of 6 other words, of
which save is one. All of these work together
to reinforce the a, v, and e. Thus, the a and
e are reinforced by two gangs, whereas the

letters v and m are reinforced by only one
each. Now consider the word move. This
word is a loner; there are no other words in
its gang, the m-ve gang. Although two of
the letters in move receive support from one
gang each, and one receives support from
both other gangs, the letters of move are less
strongly enhanced by feedback than the let-
ters of the members of the other two gangs.
Since continued activation of one word in
the face of the competition generated by all
of the other partially activated words de-
pends on the activations of the component
letter nodes, the words in the other two gangs
eventually gain the upper hand and drive
move back below the activation threshold.

As our study of the MAVE example il-
lustrates, the pattern of activation produced
by a particular pseudoword is complex and
idiosyncratic. In addition to the basic friends
and enemies effects, there are also the rich-
get-richer and the gang effects. These effects
are primarily reflected in the pattern of ac-
tivation at the word level, but they also exert
subtle influences on the activations at the
letter level. In general though, the main re-
sult is that when the letter-to-word inhibition
is low, all four letters in the pseudoword re-
ceive some feedback reinforcement. The re-
sult, of course, is greater accuracy of re-
porting letters in pseudowords compared to
single letters.

Comparison of performance on words and
pseudowords. Let us now consider the fact
that the word advantage over pseudowords

the "qanq" effectgang
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Figure 12. The gang effect. (Activation functions for
move, male, and save under presentation of MA VE.)

INTERACTIVE ACTIVATION MODEL, PART 1 395

the "rich get richer" effect

have

-poo

TIME

Figure I I . The rich-get-richer effect. (Activation func-
tions for the nodes for have, gave, and save under pre-
sentation of MAVE.)

advantage for the initially more active nodes
is compounded further in the case of the
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more frequent words creep above threshold
first, thereby exerting an inhibitory effect on
the lower frequency words when the latter
are still too weak to fight back at all.
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which depends on the coordinated action of
a related set of word nodes. This effect is
depicted in Figure 12. Here, the activation
curves for the move, male, and save nodes
are compared. In the language, move and
make are of approximately equal frequency,
so their activations start out at about the
same level. But they soon pull apart. Simi-
larly, save starts out below move but soon
reaches a higher activation. The reason for
these effects is that male and save are both
members of gangs with several members,
whereas move is not. Consider first the dif-
ference between male and move. The reason
for the difference is that there are several
words that share the same three letters with
MAVE as male does. In the list of words
used in our simulations, there are six. These
words all work together to reinforce the m,
and a, and the e nodes, thereby producing
much stronger reinforcement for themselves.
Thus, these words make up a gang called the
ma-e gang. In this example, there is also a
-jave gang consisting of 6 other words, of
which save is one. All of these work together
to reinforce the a, v, and e. Thus, the a and
e are reinforced by two gangs, whereas the

letters v and m are reinforced by only one
each. Now consider the word move. This
word is a loner; there are no other words in
its gang, the m-ve gang. Although two of
the letters in move receive support from one
gang each, and one receives support from
both other gangs, the letters of move are less
strongly enhanced by feedback than the let-
ters of the members of the other two gangs.
Since continued activation of one word in
the face of the competition generated by all
of the other partially activated words de-
pends on the activations of the component
letter nodes, the words in the other two gangs
eventually gain the upper hand and drive
move back below the activation threshold.

As our study of the MAVE example il-
lustrates, the pattern of activation produced
by a particular pseudoword is complex and
idiosyncratic. In addition to the basic friends
and enemies effects, there are also the rich-
get-richer and the gang effects. These effects
are primarily reflected in the pattern of ac-
tivation at the word level, but they also exert
subtle influences on the activations at the
letter level. In general though, the main re-
sult is that when the letter-to-word inhibition
is low, all four letters in the pseudoword re-
ceive some feedback reinforcement. The re-
sult, of course, is greater accuracy of re-
porting letters in pseudowords compared to
single letters.

Comparison of performance on words and
pseudowords. Let us now consider the fact
that the word advantage over pseudowords
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• Rich get richer 
(“early bird gets the worm”): 

- Words that have higher initial bias (frequency)  
get more active by suppressing competitors early on 

HYSTERESIS 

• Gang effect: 
- Freq (initial bias): 

                move = male > save 
- But move has fewer neighbors, so 

                save ≈ male > move 

QUASI-REGULARITIES
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Table 4
Actual and Simulated Results (Probability
Correct) From Johnston (1978) Experiments

Constraint

Result class High Low

Actual data
Forced choice
Free report

Simulation
Forced choice
Free report

.77

.54

.77

.56

.79

.54

.76

.54

but in the free report there was no difference
at all.

Although our model does use contextual
constraints (as they are embodied in specific
lexical items), it turns out that it does not
predict that highly constraining contexts
will facilitate perception of letters much
more than weakly constraining contexts
under bright-target/patterned-mask condi-
tions. Under such conditions, the role of the
word level is not to help the subject select
among alternatives left open by an incom-
plete feature analysis process, as most con-
straint-based models have assumed, but
rather to help strengthen the activation of
the nodes for the letters presented. Contex-
tual constraints, at least as manipulated by
Johnston, do not have much effect on the
magnitude of this strengthening effect.

In detail, what happens in the model when
a word is shown is that the presentation re-
sults in weak activation of the words that
share three letters with the target. Some of
these words are friends of the critical letter
in that they contain the actual critical letter
shown, as well as two of the letters from the
context (e.g., shop is a friend of the initial
S in SHIP). Some of the words, however,
are enemies of the critical letter in that they
contain the three context letters of the word
but a different letter in the critical letter
position (e.g., chip and whip are enemies of
the S in SHIP). From our point of view,
Johnston's (1978) constraint manipulation
is essentially a manipulation of the number
of enemies the critical letter has in the given
context. Johnston's high- and low-constraint
stimuli have equal numbers of friends, on
the average, but (by design) the high-con-

straint items have fewer enemies, as shown
in Table 5.

In the simulation, the friends and enemies
of the target word receive some activation.
The greater number of enemies in the low-
constraint condition is responsible for the
small effect of constraint that the model pro-
duces. What happens is that the enemies of
the critical letter tend to keep nodes for the
presented word and for the friends of the
critical letter from being quite as strongly
activated as they would otherwise be. The
effect is quite small for two reasons. First,
the node for the word presented receives four
excitatory inputs from the letter level, and
all other words can only receive at most three
excitatory inputs and at least one inhibitory
input. As we saw in the case of the word
CAVE, the node for the correct word dom-
inates the activations at the word level and
is predominantly responsible for any feed-
back to the letter level. Second, while the
high-constraint items have fewer enemies,
by more than a two-to-one margin, both
high- and low-constraint items have, on the
average, more friends than enemies. The
friends of the target letter work with the
actual word shown to keep the activations
of the enemies in check, thereby reducing
the extent of their inhibitory effect still fur-
ther. The ratio of the number of friends over
the total number of neighbors is not very
different in the two conditions, except in the
first serial position.

This discussion may give the impression
that contextual constraint is not an impor-
tant variable in our model. In fact, it is quite
powerful. But its effects are obscured in the
Johnston (1978) experiment because of the
strong dominance of the target word when
all the features are extracted and the fact
that we are concerned with the likelihood of
perceiving a particular letter rather than
performance in identifying correctly what
whole word was shown. We will now con-
sider an experiment in which contextual con-
straints played a strong role, because the
characteristics just mentioned were absent.

The Broadbent and Gregory (1968) ex-
periment. Up to now we have found no
evidence that either bigram frequency or
lexical constraints have any effect on
performance. However, in experiments using
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Table 3
Actual and Simulated Results of the
McClelland & Johnston (1977) Experiments
(Proportion of Correct Forced Choice)

a in different contexts

Result class

Actual data
High BF
Low BF
Average

Simulation
High BF
Low BF
Average

Word

.81

.78

.80

.81

.79

.80

Target type

Pseudoword

.79

.77

.78

.79

.77

.78

Single
letter

.67

.64

.66

.67

.67

.67

Note. BF = bigram frequency.

is generally rather small in experiments
where the subject knows that the stimuli in-
clude pseudowords. Some fairly represen-
tative results, from the study of McClelland
and Johnston (1977), ar% illustrated in Table
3. The visual conditions of the study were
the same as those used in the patterned-mask
condition in Johnston and McClelland
(1973). Trials were blocked, so subjects
could adopt the optimum strategy for each
type of material. The slight word-pseudo-
word difference, though representative, is
not actually statistically reliable in this
study.

CAVE

TIME

Figure 13. Activity at the word level upon presentation
of CAVE, with weak letter-to-word inhibition.
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Figure 14. Activation functions for the letter a, under
presentation of CA VE and MA VE and alone.

Words differ from pseudowords in that a
word strongly activates one node at the word
level, whereas a pseudoword does not. While
we would tend to think of this as increasing
the amount of feedback for words as opposed
to pseudowords, there is the word-level in-
hibition that must be taken into account.
This inhibition tends to equalize the total
amount of activation at the word level be-
tween words and pseudowords. With words,
the word shown tends to dominate the pat-
tern of activity, thereby keeping all the
words that have three letters in common with
it from achieving the activation level they
would reach in the absence of a node acti-
vated by all four letters. This situation is
illustrated for the word CAVE in Figure 13.
The result is that the sum of the activations
of all the active units at the word level is not
much different between the two cases. Thus,
CAVE produces only slightly more facili-
tation for its constituent letters than MAVE,
as illustrated in Figure 14.

In addition to the leveling effect of com-
petition at the word level, it turned out that
in our model, one of the common design fea-
tures of studies comparing performance on
words and pseudowords would operate to
keep performance relatively good on pseu-
dowords. In general, the stimulus materials
used in most of these studies are designed
by beginning with a list of pairs of words
that differ by one letter (e.g., PEEL-PEEP),
From each pair of words, a pair of non-
words is generated, differing from the orig-

• Accounts for empirical findings regarding 
letter perception: 

– word superiority effects 

– orthographically legal pseudoword superiority effect 
(MAVE) 

– frequency effects 

– masking and stimulus quality effects 

– timing of context 

– Made new predictions  
(e.g., superiority effect should extend to orthographically 
illegal strings that are neighbors of orthographically legal words 
(such as SPCT given SPAT, SPIT and SPOT) 

• Exhibits principles of constraint satisfaction: 
– Effects of quasi-regularities (neighborhood effects):   

rule-like behavior without explicit representation of rules  
– Dynamics (e.g., hysteresis)



• Classical: 
– Phonology / Orthography  

sounds/letters 

– Morphology  
meaningful subcomponents of words 

– Lexical 
meanings of words 

– Syntax  
word order

Levels of Analysis

• But also:

Prosody 
tone of voice, stress, cadence 

Affect 
emotional meaning 

Discourse 
topics



Rules and Exceptions
• Traditional view of language 

– knowledge of: 
rules 
exceptions 

– spelling (orthography): 
“i” before “e” (achieve, die, relieve, alien…) 
except after “c" (receive, conceive, ceiling…) 
except except “re-“, “eign" (reinforce, reify, reign, deign…) 

– pronunciation (phonology): 
“k” is spoken (kite, kick, klutz…),  
except before “n” (knife, knee, knave…) 
except except knish, knuddel… 

– conjugation:   
past = present + ed (train-trained,  love-loved,  jump-jumped)  
except for __ee__ (sleep-slept,  creep-crept); or __ow (grow-grew, blow-blew) 
except except steep-steeped, or row-rowed… or speak-spoke,  swim-swam,  see-saw, go-went…



Rules and Exceptions

• OK, so there are lots of exceptions 

• But, without rules, how could we explain: 
(Fodor & Pylyshyn, 1988) 

– generativity: 
we can say meaningful things we’ve never said before, 
that someone else can understand who has never heard them before 

– compositionality: 
we seem to be able to recombine parts (words and sentences)  
in new ways that are nevertheless meaningful / understandable 

– but how could we do these things if there was not some systematicity 
to how we do the combining and recombining… 

– that is, if there were no rules



Classical Linguistics

• Generativity of language  must be rule-based: 

– “Colorless green ideas sleep furiously”  vs. 
“Furiously sleep green ideas colorless” (Chomsky, 1957) 

– the same rule can be used to add 2+2, 3079+63 or any other pair of numbers 

– But following the rules doesn’t seem to be necessary or sufficient 

– you know what this means even though it violates the rules: 
– “Me cookies like!”  

– you don’t really know what this means, even though you know it obeys the rules: 
– “Colorless green ideas sleep furiously” 

• Competence vs. performance…



Competence vs. Performance
• Competence: 

– knowledge of the rules of language 

– focus of traditional linguistics 

– must be studied by “grammaticality judgements” 
– can’t be studied directly, since it involves implicit knowledge — the rules are “latent variables” 
– can’t be studied by examining performance directly, since performance is not perfect 

• Performance: 
– use of language (Wittgenstein:  “meaning is use”) 

– traditional linguistics view (Chomsky:  poor measure of competence): 
– noisy execution of competence, and therefore really just a reflection of incompetence 

– the focus of psycholinguistics and statistical / computational linguistics: 
– dysfluencies / deviations from rules ⇒ statistical features and processing constraints 

                                                              ⇏ impaired competence 

– we’ll come back to that later;  for the moment, more about the traditional view…



• Grammar vs. syntax: 
– grammar = rules 

– syntax = rules for word order 

• Simple sequential model (left-right grammar): 
– production: 

construction of utterances based on rules for combining elements (constituents) — “rewrite rules” 

example: 

– comprehension: 
– parsing (decomposing) utterances using knowledge of the rules of composition

Parse tree:

Phrase Structure Grammar

“the boy kissed the girl”

S   → NP + VP 
NP → D (+A) + N 
VP → V + NP 
N   → boy, girl 
V   → kissed 
D   → the



• This can’t be the basis for semantic (or “propositional”) knowledge: 

– two sentences that have different parses may have the same meaning: 
(i.e., represent the same proposition) 

– a sentence with only a single parse may be ambiguous: 
(i.e., represent two different propositions)

Limitations to Phrase Grammar

?



• This was Chomsky’s big insight: 

– phrase grammar governs the deep structure of language: 

the meaning of an utterance 

– transformational grammar governs the surface structure of language: 
the form of an utterance 

– Transformation rules translate deep structure → surface structure and back 

• Examples…

Transformational Grammar



the shooting of the hunters

Surface structure (utterance):

Example 1: Phrase Deletion

the shooting of the hunters

[by the lunatic] was terrible

 was terrible [at the deer] 

Deep structure (meaning):

Transformation rule:  “elision” (deletion)



Schematic of Chomsky’s Theory

Syntactic componentPhrase-structure rules

Semantic componentDeep Structure

Surface Structure Phonological /orthographic component

Transformational Rules



• Knowledge of transformational grammar rules is innate and universal 
– we are born with full knowledge of language and just have to discover it 

– very Platonic 

• Language acquisition 
– process of hypothesis generation & testing → discovery of which rules are in use 

– do kids really do this? 

• Syntax is central and pre-ordinate 
– first you figure out how you are going to say it, then you figure out what to say 

– seems bass akwards, no? 

• Transformational grammar is a theory of competence, not performance 
– but many of the defining characteristics of human psychological (neurobiological) function 

appear to be related to performance, not competence 
– working memory, attention, etc. 

• Virtually all of the early work in computational linguistics 
was spent building parsers based on transformation grammar 

– should be easy if it is based on universal rules, right?

Claims and Problems with 
Transformational Grammar

Syntactic componentPhrase-structure rules

Surface Structure Phonological component

Semantic component

Transformational Rules

Deep Structure

– Language is like everything else we have studied… 

– Language is just another set of input-output mappings 
(e.g., orthography to phonology, orthography to semantics) 

– These mapping result from the same simple learning algorithms  
that extract (complex) statistical regularities 
from (massive amounts of) experience (i.e., data)

Parallel
Distributed
Processing


