Language Processing




LahipGigd eibetfibvi Bummain

Discourse

Prefrontal
Cortext

Sy n tax Dorsolateral | ; > 3 semm S i o n

Phonology _ xpz : o verd Fom Orthography

Production
Aphasia Receptive

Aphasia

Cerebellum: 7?7?77?

Semantic
Dementia




Language and the Brain
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Interactive Activation Model

® First connectionist model...




Interactive Activation Model
McClelland & Rumelhart, 1981

e Word superiority effect (Reicher, 1969):

No! Constraint satisfaction through interactive activation



Interactive Activation Model of Letter Perception
McClelland & Rumelhart, 1981

e Assumptions:

— letter perception: constraint satisfaction
through settling process over the network VISUAL INPUT




McClelland & Rumelhart, 1981

Interactive Activation Model of Letter
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e Model:



https://webhome.auburn.edu/~nunnath/engl6240/kucera67.html
https://www.ugent.be/pp/experimentele-psychologie/en/research/documents/subtlexus/brysbaertnew.pdf
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Word Superiority Effect

e | etter in context of word get
top-down support from word unit

letter level activations
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Pseudoword Superiority Effect

o Letters in MAVE benefit letter level
by top down effect of partial
matches to real words
(SAVE, HAVE, HATE, etc.):

NEIGHBORHOOD EFFECT
(words that have 3 letters in common)
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Critical Dynamic Effects

the "gong” effect

QUASI-REGULARITIES




Summary

e Exhibits principles of constraint satisfaction:

- Dynamics (e.g., hysteresis)

Actual and Simulated Results (Probability

Result class

Actual data
Forced choice
Free report

Simulation
Forced choice
Free report

.54

Correct) From Johnston (1978) Experiments

Constraint

High Low

79
.54

76
54

Actual and Simulated Results of the
McClelland & Johnston (1977) Experiments
(Proportion of Correct Forced Choice)

Result class Word

Actual data
High BF 81
Low BF 78
Average .80

Simulation
High BF .
Low BF .79
Average .80

Note. BF = bigram frequency.

Target type

Single

Pseudoword letter

.79
a7
78




Levels of Analysis

e But also:

Prosody
fone of voice, stress, cadence

Affect

emotional meaning

Discourse
topics



Rules and Exceptions

¢ Traditional view of language

— conjugation:
past = present + ed (train-trained, love-loved, jump-jumped)
except for __ee _ (sleep-slept, creep-crept); or __ow (grow-grew, blow-blew)
except except steep-steeped, or row-rowed... or speak-spoke, swim-swam, See-saw, go-went...



Rules and Exceptions

e But, without rules, how could we explain:
(Fodor & Pylyshyn, 1988)

— that is, if there were no rules



Classical Linguistics

e Generativity of language must be rule-based:

— “Colorless green ideas sleep furiously” vs.

— the same rule can be used to add 2+2, 3079+63 or any other pair of numbers

— But following the rules doesn’t seem to be necessary or sufficient

— you know what this means even though it violates the rules:

— “Me cookies like!” r ‘

— you don’t really know what this means, even though you know it obeys the rules:
— “Colorless green ideas sleep furiously” m

e Competence vs. performance...



Competence vs. Performance

e Performance:

— we’ll come back to that later; for the moment, more about the traditional view...



Phrase Structure Grammar

¢ Simple sequential model (left-right grammar):

S — NP+VP N
NP — D (+A) + N " AN
73 . = VP V+ NP
the boy kissed the girl” — N : boy, girl —* Parse tree: / \ / 7 P\
V — kissed b N v D N
D —the I .

— comprehension: The boy kissed the girl

- parsing (decomposing) utterances using knowledge of the rules of composition



Limitations to Phrase Grammar

e This can’t be the basis for semantic (or “propositional”) knowledge:

— a sentence with only a single parse may be ambiguous:
(i.e., represent two different propositions)

S

/ ? hunters \
/ \ Tpatient Tpatient r
VP hunters agent adjective terrible '7 adjective terrible

NP

/ \ /\ VP action laclion
/ \

D \'"J P D N \" A

| |

| ’ ‘ | \ shooting shooting

The shooting of the hunters was terrible




Transformational Grammar

e This was Chomsky’s big insight:

e Examples...



Example 1: Phrase Deletion

® 00
Subfaep structure (otesaaimgy):
the shooting of the hunters was terrible
the shooting of the hunters was terrible

Transformation rule: “elision” (deletion)



Schematic of Chomsky’s Theory

A

Phrase-structure rules Syntactic component

A

Deep Structure

/

Transformational Rules

\

Surface Structure

Semantic component

A

Phonological /orthographic component



Claims and Problems with
Transformational Grammar

Phrase-structure P Q ra I I e I Syntactic component
| Distributed

| Processmg

Deep Structure
5 v 4

emantic component

Jnction

—These from the same algorithms
that ex%lg%eg:?mp ex) statistical regu arlp gl e

assive am unts rien I.e,, data
¢ Virtually arl 5?1‘#& early wor In con)pu’%gﬁonaﬁ%ngwsg )
was spent building parsers based on transformation grammar
— should be easy if it is based on universal rules, right?




