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Convolutional Neural Network, not Cable News Network

● Not this type of CNN —>
● This type of CNN:

Y. Lecun, L. Bottou, Y. Bengio and P. Haffner, "Gradient-based learning applied to 
document recognition," in Proceedings of the IEEE, vol. 86, no. 11, pp. 
2278-2324, Nov. 1998, doi: 10.1109/5.726791.



Perceptron is a "GLM" and a one-layer neural network

● Now implemented with code instead of a physical machine

https://en.wikipedia.org/wiki/Perceptron



Perceptron learns from making mistakes. No pain = no gain

● TLDR: update weights based on misclassified data

https://en.wikipedia.org/wiki/Perceptron



Perceptron cannot learn "simple" operations like XOR 

● Requires having linearly separable data to "learn" correctly
● Multiple lines needed for XOR
● Draw a really long line?
● Give up? 



Feed-forward neural network is a multi-layered perceptron

● Each hidden node ~= 1 perceptron
● Repeat across many hidden layers
● Retrieve one or more output nodes
● Can learn more complex patterns



CNNs are biologically inspired machine learning

● LeNet uses convolutions to learn features from 2D input for image classification

Y. Lecun, L. Bottou, Y. Bengio and P. Haffner, "Gradient-based learning applied to document recognition," in Proceedings of the 
IEEE, vol. 86, no. 11, pp. 2278-2324, Nov. 1998, doi: 10.1109/5.726791.



"Kernels" are essentially fancier, 2D dot products

● Slide kernel along an input image to combine information across shapes

D2L AI textbook



Padding allows "data" to change or keep same shape 

● Another example, with padding on boundaries

D2L AI textbook
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Figure 1: HCNNs are more biologically realistic CNNs

Yamins, D., DiCarlo, J. Using goal-driven deep learning models to understand sensory cortex. Nat Neurosci 
19, 356–365 (2016). https://doi.org/10.1038/nn.4244



Various combinations available for each layer

Yamins, D., DiCarlo, J. Using goal-driven deep learning models to understand sensory cortex. Nat 
Neurosci 19, 356–365 (2016). https://doi.org/10.1038/nn.4244



Activation functions enable non-linear transformations

● Relu [0, inf) and Sigmoid (0, 1) are common activation functions 



Max pool "downsamples" dimensions by some size factor

● Commonly seen in U-net architectures (e.g. used in SLEAP)



Strides also change the "receptive field" of later layers

● Example with stride 2, as opposed to stride 1 (seen previously)



Figure 2: 
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● Comparisons of 
HCNN spiking 
predictions 
against actual
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● Positive 
correlation 
between object 
classification 
and neural 
predictivity
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● HCNN are also 
predictive of 
neural spiking 
data. 

● Last layer 
predicts IT

● 2nd to last layer 
predicts V4
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● Also reflective 
of fMRI patterns



Figure 2: 

Yamins, D., DiCarlo, J. Using goal-driven deep learning models to understand sensory cortex. Nat Neurosci 
19, 356–365 (2016). https://doi.org/10.1038/nn.4244

● Earlier layers 
correlate with 
earlier brain 
regions, and 
vice versa

● "RDM similarity, 
measured with Kendall's 
τA, between HCNN model 
layer features and human 
V1–V3 (left) or human IT 
(right). "



Figure 3: Goal-driven learning follows 3 "requirements"

● TLDR: try to integrate knowledge 
about functional and anatomical 
brain structure into machine 
learning to answers questions

Yamins, D., DiCarlo, J. Using goal-driven deep learning models to understand sensory cortex. Nat Neurosci 
19, 356–365 (2016). https://doi.org/10.1038/nn.4244
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Bold claims: HCNNs as generative models

● Can be potentially used to reflect neurons (not just the one sampled in fig 2)

Yamins, D., DiCarlo, J. Using goal-driven deep learning models to understand sensory cortex. Nat 
Neurosci 19, 356–365 (2016). https://doi.org/10.1038/nn.4244



Bold claims: HCNNs to predict unknown function

● Extrapolate to predict other sensory brain regions despite showing 
non-specific modeling in V4 / IT

Yamins, D., DiCarlo, J. Using goal-driven deep learning models to understand sensory cortex. Nat 
Neurosci 19, 356–365 (2016). https://doi.org/10.1038/nn.4244



Predicted prevalence of GPUs for deep learning

● Nvidia stocks go up

Yamins, D., DiCarlo, J. Using goal-driven deep 
learning models to understand sensory 
cortex. Nat Neurosci 19, 356–365 (2016). 
https://doi.org/10.1038/nn.4244



"Transfer learning" from one domain to another

● Free training
● Why and how?

Yamins, D., DiCarlo, J. Using 
goal-driven deep learning 
models to understand sensory 
cortex. Nat Neurosci 19, 
356–365 (2016). 
https://doi.org/10.1038/nn.42
44



Disparities between real learning data and ML data size

● Babies learn "faster" than computers and yet are incapable of contributing to 
my research

Yamins, D., DiCarlo, J. Using goal-driven deep learning models to understand sensory cortex. Nat 
Neurosci 19, 356–365 (2016). https://doi.org/10.1038/nn.4244



Feed forward neural networks have no "memory"

● May benefit from memory 
cells, recurrence, or 
attention mechanisms

Yamins, D., DiCarlo, J. Using 
goal-driven deep learning 
models to understand sensory 
cortex. Nat Neurosci 19, 
356–365 (2016). 
https://doi.org/10.1038/nn.42
44



Pop quiz!

● What is the output of this convolution?

D2L AI textbook

???

Hint: It's a "dot product"!
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